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1 Motivation and Setup

Traditional approaches to discourse have shown the essential importance of discourse (rhetorical)
relations in providing coherence to a text [1, 2, 3]. Current approaches to natural language genera-
tion (NLG) employing pre-trained models have been shown to excel in generating well-formed text
[4], but their ability to produce coherent texts structured with the help of discourse connectives is
understudied [5]. Therefore, the study of how well pre-trained models realize discourse relations is
of significant interest in the NLG community.

We report results of our experiments using BART [6] and the Penn Discourse Tree Bank [7]
(PDTB) to generate texts with correctly realized discourse relations. We address a question left
open by previous research [8, 9] concerning whether conditioning the model on the intended dis-
course relation—which corresponds to adding explicit discourse relation information into the input
to the model—improves its performance.

BART, being a transformer [10] based languagemodel, is trained on purposefully corrupted data
so that the model learns to ‘denoise’ the corrupted input in the process of reconstructing the orig-
inal data. Fine-tuning BART on different versions of input and output lets us probe whether the
underlying language model needs or benefits from explicit cues to consistently reconstruct an ad-
equate discourse connective. The PDTB is one of the few corpora developed to identify discourse
dependencies between texts. It provides a well-developed ontology of discourse relations; these
discourse relations are used to annotate theWall Street Journal corpus. We consider versions of the
corpus differing in (i) whether the order of the arguments in the output is explicitly encoded in the
input, (ii) whether the output is the connective or the connective embedded in the corresponding
WSJ text, (iii) whether a discourse relation is included in the input and how specific it is. The third
is the most important difference since it corresponds to whether the model is conditioned on dis-
course relation information. We refer to models conditioned on discourse relations by BARTD+ and
models not conditioned on discourse relations by BARTD−.

In order to determine how well the models perform in realizing discourse relations, we employ
standard metrics, e.g. precision, recall, F-1, and devise some new metrics inspired by psycholin-
guistic and corpus studies to determine the degree to which the models’ preferences for realizing
different discourse relations correspond to reported human preferences for realizing those rela-
tions [11, 12, 8]. While space precludes reporting of the results on these newmetrics in the abstract,
we intend to report them subsequently.

2 Results and Discussion

Our results show that fine-tuning BART on the different versions of PDTB inputs and outputs men-
tioned in the foregoing consistently produces discourse connectives which match those used in
the text. The BARTD+ models nonetheless outperform the BARTD− models. It’s noteworthy that
the best BARTD+ model matched (recall = 79%) on hundregs of additional data points compared to
the best BARTD− (recall = 71.3%) model (McNemar’s Test Statistic 313; p < .000). With respect to
matching on explicit connectives, the BARTD+ (69.8%) model matched significantly more than the
BARTD− (54.3%) model (McNemar’s Test Statistic 157; p < .000). With respect to matching on im-
plicits the BARTD+ (89.2%)model is slightly but significantly worse than the BARTD− (90.6%)model
(McNemar’s Test Statistic 118; p< .025), though this seems to reflect the overprediction of implicits
by the BARTD− model.
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The results reported above are in line with the view that information concerning discourse rela-
tions should be present in the inputs of neural approaches to NLG [13, 14, 5], which has not typically
been the case. When themetrics are extended to includewhether non-matching connectives chosen
by the model fit the intended discourse relation, the best BARTD+ model continues to outperform
the best BARTD− model. When producing non-matching connectives, we find that the chosen con-
nectives of the BARTD+ models correspond to the intended discourse relations more frequently
than those produced by the BARTD− models.

The main conclusion one can draw from our results is that discourse relation information is
essential for consistently generating matching discourse connectives beyond the sentence level.
While large-scale human judgement experiments on our model’s predictions are the most obvious
next step, the improvement of the BARTD+ models over the BARTD− models with respect to exact
matching is encouraging, especially in light of recent results showing that humans don’t uniformly
accept substitution of discourse connectives which express the same discourse relation [8]. With
respect to whether mere arguments suffice to predict the discourse connective holding between
them, our results indicate that the purely distributional meaning of texts induced by the models
under-determines the meaning of explicit discourse connectives. Directly conditioning on explicit
discourse relations significantly improves the match between discourse connective produced and
discourse relation intended to be expressed.

To sum up, our results suggest that the intended discourse relation cannot always be inferred
from the arguments using pre-trained models. Inclusion of the discourse relation in the input pro-
vides an immediate boost to control over output coherence.
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